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The Good
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Photon Science (PSD) and PSI Data Volumes
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(Data and user areas)

2024 reduced 

local storage and 

volumes due to 

SLS 2.0 upgrade 

PSI Tape archive at CSCS



• Organize the scientific data into datasets

• Annotate the Datasets with administrative and flexible scientific

metadata

• Make the data searchable/discoverable

• Provides the infrastructure for publishing the data, DOI generation

• Can be used as frontend for longterm storage (Archive) solutions of

mass data (PB regime)

• Supports both open access and embargoed data

Data Catologue: Where does SciCat help?



• Datasets are the smallest unit for archiving, retrieving and publication

• Create them by defining a list of files, e.g. for raw data list all the files that logically 

belong to a measurement/data taking run, or any other criteria. For example: define 

all the files in the same directory (e.g. measurement1) as part of one dataset.

• In addition to “raw” Datasets you can create “derived” datasets containing the results 

of your analysis derived from the raw data. This ingest step is usually done by the user 

pursuing the analysis

Metadata ingestion: 1. Define Datasets
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• The definition of scientific meta 

data is fully flexible.

• Ideally following a standard if it 

exists, e.g. NeXus based HDF5 

files, extracted from instrument. 

Metadata ingestion: 2. Define Scientific Metadata

• Example:
“scientificMetadata": {

"beamlineParameters": {

”monostripe": "Ru/C",

”ring_current": {

"value": 0.402246,

"units": "A"

},

”beam_energy": {

"value": 22595,

"units": "eV"

}

},

"detectorParameters": {

”objective": 20,

”scintillator": "LAG 20um",

”exposure_time": {

"value": 0.4,

"units": "s"

}

}…

}



Editing of Metadata



Discover data via WebUI User
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data
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Published Data = List of Datasets + Metadata + DOI



Published Data = List of Datasets + Metadata + DOI



Data from published datasets On EOSC 
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The Bad

Page 15



Raw diffraction data reuse………..
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PSI Data Archive (a) and Retrieval* (b)
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TB

(a)                                                                                              (b)

*Retrieval off Tape, not including 337TB of open data accessed off spinning disk



• The definition of scientific meta 

data is fully flexible.

• Ideally following a standard if it 

exists, e.g. NeXus based HDF5 

files, extracted from instrument. 

Metadata ingestion: 2. Define Scientific Metadata

• Example:
“scientificMetadata": {

"beamlineParameters": {

”monostripe": "Ru/C",

”ring_current": {

"value": 0.402246,

"units": "A"

},

”beam_energy": {

"value": 22595,

"units": "eV"

}

},

"detectorParameters": {

”objective": 20,

”scintillator": "LAG 20um",

”exposure_time": {

"value": 0.4,

"units": "s"

}

}…

}



Acquiring For 
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The Challenging
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Acquiring For 

      Scalably
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• Immediate access storage is expensive 

(short term solution) .

• Data on tape is cold.

• Tape technology can fail (currently only 

single copies to reduce costs).

• Recovery speeds are slower. 
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Scalably (and sustainably)



• Manual process to get data requested and staged at PSI for processing or at CSCS for 

download (and processing in the future)

• Data is not currently automatically made public at end of embargo period…..

Current recovery of data from PSI
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Acquiring For 

      Scalably
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Responsibilities at PSI Facilities
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Electron Microscopy 

Facility



• Each facility and science domain will 

face different challenges 

− Data provenance

− Data ‘format’

− Community standards 

− Interdisciplinary standards

− Data ingestion

− Data quality

− Responsibilities

− Who should catalogue the data 

and when. 
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Acquiring For FAIR S

• Three PSI example activities:

1. SLS 2.0 upgrade

2. ETH Domain ORD

− OpenEM

3. Materials cloud



• The SLS 2.0 upgrade requires a comprehensive rebuild of the storage ring and magnet 

lattice, resulting in an improvement in emittance and associated increase in 

brightness by a factor of forty compared to the existing performance in the most 

commonly used hard x-ray regime. 

• A phased program of upgrades of the beamlines will begin in parallel to optimize 

exploitation of the ring. 

1. SLS 2.0 Upgrade Project
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• Experiment Control on SLS

1. Opportunities from SLS 2.o Shutdown
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1. Beamline Experiment Control for post SLS 2.0
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• Standard entry points for 

client interfaces or 

analysis

• Standardised file (and 

metadata) writing

• Hardware abstraction 

(Ophyd from BlueSky)

• Rollout onto beamlines 

underway. 



1. Beamline Experiment Control for post SLS 2.0
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scihub service
Service to connect BEC to 

other external services 
such as SciBec, SciLog and 

SciCat

BEC database
• Device data
• Session data
+ Populated with information from DUO 

(beamline <-> experiment <-> pgroup)
+ Stores scan information (type, 

instructions, metadata, exit status…)
+ Stores the mapping of scans into datasets 

(for SciCat export)
+ Set the active experiment

• Standard entry points for 

client interfaces or 

analysis

• Standardised file (and 

metadata) writing

• Hardware abstraction 

(Ophyd from BlueSky)

• Rollout onto beamlines 

underway. 



• “Science often benefits from multiple evaluations of the same data sets by 

researchers with different backgrounds, perceptions and ideas. ORD allows – and 

stimulates – new research and discoveries”, Position of the ETH Domain

• The ETH-board together with the ETH domain have committed 15 MCHF for the 

promotion of open research data (ORD)  research practices and services.

− Measure 1: Call for Field-Specific Actions

− Measure 2: Coordination of Access to Research Data Management (RDM) Services & 

Infrastructures

− Measure 3: Development of Online Course Material for RDM Training

− Measure 4: Information on Legal Questions related to ORD

− Measure 5: Career Paths for ORD Professionals

https://ethrat.ch/en/eth-domain/open-research-data/ 

2. ORD in ETH Domain, Switzerland
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https://ethrat.ch/en/eth-domain/open-research-data/


2. The Open EM Data Network (OpEM) 

Funded as part of the ETH Domain ORD program:

OpEM is a consortium of Swiss electron microscopy facilities 

working together to: 
− Improve Open Research Data (ORD) practices in the Swiss EM community 

− Provide an open and FAIR repository for Swiss EM data not hosted elsewhere

− Standardize EM metadata & automate collection at Swiss EM facilities 

− Follow a consistent data lifecycle when collecting data at different facilities

− Streamline publication of EM data into open repositories

OpEM will target both researchers producing EM data and consumers 

of open data for additional science. Data producers benefit from more 

streamlined data collection, standardized facilities, easier deposition 

for publication, and adherence to data management policies. The 

wider availability of open EM data brings numerous benefits, including 

reproducing results, applying new techniques to old data, training AI & 

other new methods, and mining data for new insights.

https://ethrat.ch/en/eth-domain/open-research-data/

https://ethrat.ch/en/eth-domain/open-research-data/


2. The Open EM Data Network 

This work is licensed under Creative Commons Attribution 4.0 International.

Open EM  D at a in Swi t zer land 

Spencer  B l iven1*, A lun Ashton1, Robbie L oewit h2, H enning St ahlber g3,4

1 Science IT Infrastructure and Services, Division Scientific Computing, Theory and Data, Paul Scherrer Institute, PSI Villigen, Switzerland

* spencer.bliven@psi.ch
2 Department of Molecular and Cellular Biology, University of Geneva, Geneva,Switzerland 
3 Laboratory of Biological Electron Microscopy (LBEM), Institute of Physics, School of Basic Science, École Polytechnique Fédérale de Lausanne (EPFL), Lausanne, Switzerland
4 Dep. of Fund. Microbiology, Faculty of Biology and Medicine, University of Lausanne, Lausanne, Switzerland

Roadmap

The core Data Catalog service is in production at PSI for archiving data from the SLS synchrotron, 

SwissFEL free-electron laser, and other large facilities. Development of  OpEM services is ongoing 

and funded through 2025. Key aspects currently in development include: 

• Standardization of  EM-specific metadata. Here coordination with other international initiatives 

will be key to enable interoperability with the global EM community. Connections to 

complementary initiatives would be appreciated! 

• Integration with international repositories. We will explore the use of  APIs for integrating with 

public repositories. For instance the methods for preparing OneDep PDB/EMDB depositions 

from stored metadata will be explored. 

• SciCat features to support federated authentication and multi-site storage 

• Funding model to ensure a sustainable future for the OpEM network. 

• Training for users and facility members 

Consortium

The OpEM consortium includes participants from all major academic EM facilities in Switzerland, 

including 4 federal universities (ETH-Rat), 5 cantonal universities (swissuniversities), and the 

Dubochet Center for Imaging (DCI).

This project was supported by the Open Research Data Program of  the ETH Board and by a Swiss Open Research 
Data Grant (CHORD).

Summary

The Open EM Data Network (OpEM) is a consortium of  Swiss electron 
microscopy facilities working together to: 

• Improve Open Research Data (ORD) practices in the Swiss EM community 

• Provide an open and FAIR repository for Swiss EM data not hosted 
elsewhere 

• Standardize EM metadata & automate collection at Swiss EM facilities 

• Follow a consistent data lifecycle when collecting data at different facilities 

• Streamline publication of  EM data into open repositories like EMPIAR, 
EMDB, and the PDB 

OpEM will target both researchers producing EM data and consumers of  
open data for additional science. Data producers benefit from more 
streamlined data collection, standardized facilities, easier deposition for 
publication, and adherence to data management policies. The wider availability 
of  open EM data brings numerous benefits, including reproducing results, 
applying new techniques to old data, training AI & other new methods, and 
mining data for new insights.

Infrastructure
• The central component of  OpEM is the Data Catalog. This stores metadata for all datasets 

collected at Swiss EM facilities. Metadata includes data providence, ownership, lifecycle 

management, instrument settings, data description, and sample information. The Data Catalog 

runs the open-source SciCat software. 

• Metadata is collected during the microscope session with minimal user input and automatically 

ingested into the Catalog, producing a unique persistent identifier for each dataset 

• Raw data is transferred to central storage systems. Most institutes use the tape archive at the 

Swiss National Supercomputing Centre (CSCS) for storage. 

• Data can be downloaded by authorized users during the embargo period for processing on local 

machines or HPC clusters. Processed data (maps, models, workflows, etc) are also added to the 

Data Catalog as derived datasets with associated metadata. 

• Datasets can be easily prepared for deposition in international repositories (usually field-

specific, eg EMPIAR, EMDB, and PDB for protein cryoEM). Required information is collected 

from the metadata and used to pre-populate deposition systems through public deposition APIs. 

• Open access is enabled after publication or the expiration of  the embargo period. Datasets are 

assigned a DOI which can be included with publication. Datasets are also indexed by search 

engines (OpenAIRE, Google Dataset search, European Open Science Cloud, etc) or can be 

accessed directly from https://discovery.psi.ch. A retrieval service allows users to fetch data 

from storage and download it directly.

Facilities 

ETHZ, EPFL, 
PSI, DCI, EMPA, 
UNIBAS, UNIBE, 

UNIGE, UNIL, 
UZH  

Data Catalog 

(SciCat)

Storage Backend 

CSCS Petabyte Archive, 
ETHZ Long Term Storage

Metadata

Raw data 

(micrographs)

EMPIAR

EMDB

PDB

International 

RepositoriesMicrographs, 

Particles

Local Processing

Data Sharing Processed Data, 

Workflows

Public Users

DOI access, 

Search interface 

Public identifiers, 

search engines

SciCat 

Commands

Download Links, 

Status info
Data

Data

Atomic Models

Electron Maps

Resources

We’re hiring! OpEM is searching for scientific engineers at multiple locations in Switzerland. 

Contact spencer.bliven@psi.ch if  interested.

OpEM website: https://swissopenem.github.io/

Data Catalog: https://discovery.psi.ch

Published DOIs: https://doi.psi.ch

T1.1 Metadata standards
T1.2 Automation of

metadata collection

T1.3 Automation of

SciCat deposition

T3.1 (Semi)automated
deposition into EMDB &

EMPIAR

T3.2 Deposition into

other repositories 

T4.1 User training in

ORD and deposition

T4.2 Bridge to
international ORD

initiatives

T4.3 Exit strategy

implemented

Form steering committee

& hire staff

T2.1 Establish Open EM

data hub

T2.2 Integrate institute

storage options

Data CollectionManagement Data Catalog Data Deposition TrainingKey:

2023-04-19

Download:
doi.org/10.5281/zenodo.7845286

?



• Establish, promote and facilitate the adoption of FAIR ORD practices 

in Materials Science. 

• Provide missing critical components to enable open and reproducible 

research (accessible, shareable)

• Address interoperability between data from simulations and 

experiments (currently: no established RDM practices) 

• Key enabler of emerging AI/ML-driven autonomous laboratories, 

with native support for RDM and ORD practices

3. PREMISE goals 
Open and Reproducible Materials Science Research

34



3. Example : Linking with Domain Tools

Materials Cloud is built to 
enable the seamless sharing 
and dissemination of 
resources in computational 
materials science, offering 
educational, research, and 
archiving tools; simulation 
software and services; and 
curated and raw data.

 

https://www.materialscloud.org

https://www.materialscloud.org/


3. PREMISE structure: structure and workpackages

36



• The Good:

− Facility tools and policies are now well advanced in Switzerland/Europe, benefiting 

greatly from the PANOSC and ExPaNDS initiatives. 

• The Bad

− The data you get out is only as good as the data you put in

• The Challenging

− Ensuring Acquired For Findable Accessible Interoperable Reusable data Scalably 

(and Sustainably) needs further investment and engagement, not just top down

Summary



Thanks to:

• All those pictured

• SciCat Collaborators

• PSI and ETH Domain 

colleagues

• ExPaNDS and PaNOSC 

colleagues 
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