24" Diffraction data reuse:
the good, the bad and the challenging

Managing and curating data flows at PETRA-IV
Don’t become storage or compute limited
within a reasonable budget envelope

Anton Barty
DESY Photon Science
Scientific Computing




Keeping data has economic consequences

What is the economic value of data? Who pays?
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Keeping data has economic consequences

What is the economic value of data? Who pays?

Most samples and experiments
are replaceable at some cost
in time and money
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Keeping data has economic consequences
What is the economic value of data? Who pays?
How much are we willing to spend to retain data?

What data gives best value for money?
What are we keeping it for?
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Keeping data has economic consequences

What is the economic value of data? Who pays?

How much are we willing to spend to retain data?
What data gives best value for money?
What are we keeping it for?

. Most samples and experiments
How much (limited) money do we are replaceable at some cost

spend on old data vs new outcomes? in time and money

Edable / \ccessible Interoperable
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» Academic tradition Econpmic reality: S
Keeping raw data costs significant

eusable

 ’Good scientific practice’
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 Typically archive all ‘raw’ data for 10 years eeping all data or lots of experiments

« Including data known to be ‘dud’ becomes expensive very quickly
Facility cost or user’s own cost?

* A ‘nice to have’ or ‘must have’?
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The Petra-lV upgrade project

A new ring and an updated operation model serving as a national analytic facility

N Paul P. Ewald Hall

PETRAIV.

NEW DIMENSIONS

A rebuilt low emittance ring

« 28-30 instruments

* A completely new hall to the west
sy Ready for operation 2028 (or so)



The Petra-lV upgrade project
A new ring and an updated operation model serving as a national analytic facility

N Paul P. Ewald Hall

Brilliance: PETRA lll to PETRA IV
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PETRAIV.

NEW DIMENSIONS

1000 x

Brightness (ph/s/0.1%bw/mm?/mrad?)

10* 10°

Photon Energy (eV)

A rebuilt low emittance ring
28-30 instruments

A completely new hall to the west
Ready for operation 2028 (or so)
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The Petra-lV upgrade project

A new ring and an updated operation model serving as a national analytic facility

From basic science to broad application

parasitic dedicated

Large- _ Expert  Large user Non-
scale Pioneers

facilities Users communities expert
Users

A rebuilt low emittance ring
28-30 instruments

A completely new hall to the west
Ready for operation 2028 (or so)

Support for non-expert users

Faster turnaround from proposal to measurement
Increased use of automation

Deliver outcomes rather than data on disk




Data production and retention at PETRA-IIl today

A snapshot of the status quo

« Data policy
« Data on disk for 180 days after measurement PETRA llI: Storage Usage (per Beamline) on ASAP3
» (was: 180 days after last access) 12.0pB Y0 Run, , Rup Rup , , Rup , , Rup, , Run , , Rup ,
D . D1S V20 9
) 200p8 I Snapshot in April 2023
» Data migrated to tape after 180 days -
* retention on site (dCache), dual tape copy 80P |
* 4.5 PB ingested to GPFS in past 12 months '
« 6 PB/year archived to tape —
« 12 PB tapes/yr with dual copy (€20K/PB/10YR)
4.0PB [
» Usage highly variable between instruments
2.0PB !
» Time to analyse data often limits publication rate 0.0 B L I—d.ﬁ , e ——
« ~2 years from measurement to publication Jan16 Jan17 Jan18 Jan19 Jan20 Jan21 Jan22 Jan23
external I p05 plO . p24 I
« Hardware typically has a 5 year lifetime orl b o e b e
» Budget for regular replacement p02.2 — po7b p21.2 P64 mm—
p0O3 M p08 mmm— p22 m— p65 mmm—
pO4 M p09 p23
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Projection for PETRA-IV operation in 2028

PETRA-IV science output should not be storage or compute limited

Peak total daily data generation will exceed 1PB per day based

on actual peak 2021 GPFS usage

* QOperation of any one instrument should not jeopardise
operation of other instruments

By 2028, detectors will be larger and faster:
 Planned 130 kHz detector with a frame size of 10 MP and
dynamical range of 2 Bytes, would produce 2.5 TB/s
 Some individual instruments will produce >1PB per day
e Luckily, not at all instruments are data volcanoes
* Increase inevitable almost regardless of PETRA-IV project

DESY.
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Numbers are the actual peak TB generated in 24 hours by the comparable
PETRA-IIl instrument in 2021



Projection for PETRA-IV operation in 2028

PETRA-IV science output should not be storage or compute limited

Peak total daily data generation will exceed 1PB per day based

on actual peak 2021 GPFS usage
* QOperation of any one instrument should not jeopardise
operation of other instruments

By 2028, detectors will be larger and faster:
 Planned 130 kHz detector with a frame size of 10 MP and
dynamical range of 2 Bytes, would produce 2.5 TB/s
 Some individual instruments will produce >1PB per day
e Luckily, not at all instruments are data volcanoes

* Increase inevitable almost regardless of PETRA-IV project

Reality check:

+ Some instruments at ESRF already produce 1 PB per day

Peak daily data generated (in 2021)

High throughput

MX 0.1.g4 04 ——21101
36.8 :
High-Energy Scatt.
36.8 192.30 ) and Diff. Tomography
282.6 2923

Full-Field Imaging High-Energy Mater.

for Mater. Sci. Sci. (HEREON)
HEREON
( ) ®-_1.9
62.9 3\17.4

18.5
3x nanoprobes 18.5 2.1

Numbers are the actual peak TB generated in 24 hours by the comparable
PETRA-IIl instrument in 2021

* In 2022, EuUXFEL operating only 3 instruments simultaneously has produced 7 PB in a week (=364 PB/yr)

DESY. + 1 PB/day * 5 big data instruments * 180 days = 900 PB



In the future, retaining all data for 10 years is unaffordable
This problem will exist regardless of PETRA-IV

Continuing “business as usual” will:

Over 500PB of disk space to keep data for 180 days, and up to 1EB of tape storage per year

Cost > €150M for disks, plus > €50M per year for consumables and upkeep

Consume between 1-2 MW of power and exceed the current data centre space

Swamp users with complicated data further increasing time on disk and slowing science output
» Performance metric is publications and citations (re-use) not PB on disk
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This problem will exist regardless of PETRA-IV

Continuing “business as usual” will:
» Over 500PB of disk space to keep data for 180 days, and up to 1EB of tape storage per year
» Cost > €150M for disks, plus > €50M per year for consumables and upkeep
« Consume between 1-2 MW of power and exceed the current data centre space
« Swamp users with complicated data further increasing time on disk and slowing science output
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Cost driver Remedial action
» PB of data generated (per instrument per day)
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In the future, retaining all data for 10 years is unaffordable
This problem will exist regardless of PETRA-IV

Continuing “business as usual” will:
» Over 500PB of disk space to keep data for 180 days, and up to 1EB of tape storage per year
» Cost > €150M for disks, plus > €50M per year for consumables and upkeep
« Consume between 1-2 MW of power and exceed the current data centre space
« Swamp users with complicated data further increasing time on disk and slowing science output
» Performance metric is publications and citations (re-use) not PB on disk

Cost driver Remedial action
» PB of data generated (per instrument per day)
PB of data saved to disk (reduction, veto or quotas)

* Number of high data rate instruments » High data instruments are mostly the flagships

* Number of days of operation » Reduce user hours (ie: measurement time)

« Efficiency of data collection (and automation) » Operate inefficiently (eg: manual alignment...)

» Data reduction/compression ratios » Will do this anyway (lossless ~4x, lossy varies a lot)
 All data on GPFS for 180 days » Data stays on GPFS for ~30 days (6x reduction)

« Efficiency of analysis (time on disk) » Optimised pipelines, particularly for measurements
 Archive all data for 10 years » Redefine what gets kept after 30 days

Reality check:
+ Some instruments at ESRF already produce 1 PB per day
* In 2022, EuUXFEL operating only 3 instruments simultaneously has produced 7 PB in a week (=364 PB/yr)
DESY. * 1 PB/day * 5 instruments * 180 days = 900 PB
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The definition of raw data depends on your starting point
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Instrumentation — Trusted processing steps — Raw data User competence

| need the raw

detector data

Here it is in
ADU

Can you give me
the photons per

pixel?
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The definition of raw data depends on your starting point

o (4 e (3 ()

(\5/} | 6 Result

Instrumentation — Trusted processing steps — Raw data

| need the raw Can | have the
detector data raw data?
Here it is in Sure, here are
ADU the images

Can you give me
the photons per
pixel?

| need the 1D
powder pattern

DESY.

User competence



The definition of raw data depends on your starting point
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The definition of raw data depends on your starting point
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Instrumentation — Trusted processing steps — Raw data User competence
| need the raw Can | have the Can | have the Can | have the raw
detector data raw data? raw data? fluorescence data?
Here it is in Sure, here are Sure, here are ']!'he et\;]en(tj s:re?m
ADU the images the H5 files rom the detector
is here
Can you give me Can | have the
| need the 1D No, | mean the :
iz php o015 (96 powder pattern MTZ file Chem'c?'
pixel? concentration?
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The definition of raw data depends on your starting point
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Instrumentation — Trusted processing steps — Raw data User competence

‘Raw data’ is typically the input to the user’s own data analysis pipeline
or the limit of their expertise

| need the raw Can | have the Can | have the Can | have the raw
detector data raw data? raw data? fluorescence data?

Here it is in Sure, here are Sure, here are ;Z?net\;\eené;[;i?é?

ADU the images the H5 files :
is here
Can you give me Can | have the
| need the 1D No, | mean the ,
iz php o015 (96 powder pattern MTZ file Chem'cal
pixel? concentration?
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PETRA-IV requires a different approach to data retention

Provide results to users and retain low-level data for only 30 days

/\ /\
R I
0 0 e e l (\4/) (\5/) (\6/ '|> esult

Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days
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PETRA-IV requires a different approach to data retention

Provide results to users and retain low-level data for only 30 days

@ @ @—> Result

Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days

Aim to maximise science content of stored data:
1) Develop trusted and validated processing pipelines to efficiently deliver results to users

2) Processing output is the product we give to the users,
3) Keep instrument data for 30 days during which time processing problems can be corrected
4) Develop a data weeding strategy (policy for discarding data), including (maybe) deleting raw data
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PETRA-IV requires a different approach to data retention

Provide results to users and retain low-level data for only 30 days

@ @ @>—> Result

Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days

Aim to maximise science content of stored data:
1) Develop trusted and validated processing pipelines to efficiently deliver results to users
2) Processing output is the product we give to the users,
3) Keep instrument data for 30 days during which time processing problems can be corrected
4) Develop a data weeding strategy (policy for discarding data), including (maybe) deleting raw data

Data processing vs analysis:

« Data analysis is where researchers turn processed data into scientific knowledge
» Domain specialists interpret processed data to answer their science question(s)

* Processed data is in a form suitable for the non-expert user to continue with their analysis
» Processing is often generic and deterministic; optimised pipelines can be provided
 Calibration, geometry and masking procedures must be standardised, minimise parameter tweaking
» Often highly reduced data volumes (at worst, avoid data duplication)
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PETRA-IV requires a different approach to data retention

Provide results to users and retain low-level data for only 30 days

@ @ @>—> Result

Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days

Aim to maximise science content of stored data:
1) Develop trusted and validated processing pipelines to efficiently deliver results to users
2) Processing output is the product we give to the users,
3) Keep instrument data for 30 days during which time processing problems can be corrected
4) Develop a data weeding strategy (policy for discarding data), including (maybe) deleting raw data

Data processing vs analysis:

« Data analysis is where researchers turn processed data into scientific knowledge
» Domain specialists interpret processed data to answer their science question(s)

* Processed data is in a form suitable for the non-expert user to continue with their analysis
» Processing is often generic and deterministic; optimised pipelines can be provided
 Calibration, geometry and masking procedures must be standardised, minimise parameter tweaking
» Often highly reduced data volumes (at worst, avoid data duplication)

pesy Not all instruments or samples are equal - policies must be implemented sensibly 8



The human factor: trust is a big issue

Confidence that initial processing is correct must be ensured
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The human factor: trust is a big issue

Confidence that initial processing is correct must be ensured

Online analysis may be 80% good enough,
but | need 95%-100% for my paper

| need to convert file My analysis only
formats works using files

Beam centre may move, | need

to refine it from the data
PhD student needs to
do the analysis / write
Can’t trust the metadata the code
(detector distance,
wavelength)

DESY.



We move data to the central data centre as soon as possible

Exploit large scale shared infrastructure

Dedicated 96x 400GE fibre
per instrument
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We move data to the central data centre as soon as possible

Exploit large scale shared infrastructure

—

Dedicated 96x 400GE fibre
per instrument

@ ASAP::O
High speed data streaming

e
” > C Middleware )—) Analysis module
% Nexus writer
Data transport: Persistent data

Infiniband Configurable data cache “The keep”
RDMA « Zero size = purely live
TCP - Memory size = buffered

- A few minutes =‘replay’ of recent data
- Whole beamtime for Nexus conversion
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We move data to the central data centre as soon as possible

Exploit large scale shared infrastructure
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Tier-0

Tier-1

On site
Initial storage:
1. In-memory data access
2. Fast SSD burst cache
3. High performance GPFS

Online computing
(CPU + GPU)

'

On site or federated

Longer term storage:
1. Commodity dCache
2. Tape archive

Offline computing
(CPU + GPU)
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We move data to the central data centre as soon as possible

Exploit large scale shared infrastructure

Dedicated 96x 400GE fibre
per instrument

@ ASAP::O
High speed data streaming

| o —)C Middleware )—)

Nexus writer

Data transport: Persistent data

Infiniband Configurable data cache “The keep”
RDMA « Zero size = purely live
TCP - Memory size = buffered

- A few minutes =‘replay’ of recent data
- Whole beamtime for Nexus conversion
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Tier-0

Tier-1

Initial storage:

On site

1. In-memory data access
2. Fast SSD burst cache
3. High performance GPFS

~

Online computing
(CPU + GPU)

'

On-site load balance

On site or federaied

Longer term storage:

1. Commodity dCache

2. Tape archive

Offline computing
(CPU + GPU)

_ »y
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We already process and reduce data before it is saved to disk

Real time serial crystallography at P11 using central compute resources

! P11 network L Data center :

1!
i ¥ ! :

1
1 : | asap3-bl-prx04 2 ~ ) Maxwell node !
! Dectris computer ) |
! (black box) 11 Format conversion and inject to Peak search, |
; 1 ASAP::0 || indexing, !
| | integration |
I : | (CrystFEL) I
1 I

1!
! 1 o I

. EIGER-ASAP:O
— Dectris ZMQ format =
Detector ' N Control e S connector e Maxwell node :
(EIGER2 16M) ! software N |
| : : Peak search, 1
1 oM \ 3 indexing, 1
| 1! integration |
| 1 : (CrystFEL) |
1 :I I
1 I
D e e e e e e ] : OM ZMQ stream ———~ :
| Y Maxwell node |
I Maxwell node 1
Image data Image data, Peak search, 1
2 A ! long-term Manual selection tempora indexing,

Real-tlme data processing at the | storage storage. oM T2 integration :
max. Eiger2 16M frame rate of : > cvstalography (CrystFEL) ,
133 frames per second ; !
I

|
| I
! I

» Average 200 ms per frame (5 frames per second per CPU) when working on the full 16 megapixel frames from Eiger (16 bits per pixel).
* Uses two dedicated computers (2x 192 CPUs) running CrystFEL plus other parts of the pipeline (NeXus writer, OM, OM GUI, binning worker)
+ ASAP::0O handles high speed data transfer, bookkeeping, etc; always performed after a similar experiment for which the calibrations exist

More details in Alexandra’s talk later today Tom White. et.al. DESY
DESY.



PETRA-IV will offer services for the complete data life cycle

Data management by the facility for the a non expert user community

Evaluate
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Create Store Data

Experiment Validate Data
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Collect Metadata
Integrate Data

P I an Create Output
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(FAIR data is not always open data)

User portal [o/0700

[ 4
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Save

Curate,

Reuse Store and Archive
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Open Access
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Open data control Curate
DESY. or destroy

Graphic: Patrick Fuhrmann DESY
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PETRA-IV will offer services for the complete data life cycle

Data management by the facility for the a non expert user community

User portal
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) Collect

Dedicated 96x 400GE fibre +
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Evaluate
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C re ate Store Data
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Integrate Data
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Storage
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SciCat as a catalogue foundation

We are in the process of deploying and developing SciCat as our data catalogue

PAUL SCHERRER INSTITUT
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Unique sample identifiers

Tracking samples from creation through to data and publication

e Uniquely identify samples so that they can be tracked through logbooks and datasets
e |dentifier should be unigue and persistent - even though samples themselves may not always persistent

e Must be simple, easy to use, minimal paperwork overhead

The IGSN* system has been developed for other disciplines
IGSN is a globally unique and persistent identifier for material samples.

ABOUT US MEMBERSHIP & ALLOCATING AGENTS RESOURCES IGSN 2040 Q

IGSN: IEZHP0001 \
AL B s SRR N NN
‘ PO §~ Y

4N

https://www.igsn.org/ https://ardc.edu.au/services
DESY. * International Gee Generic Sample Number

Researchers

DataCite institution

FIND, ACCESS, AND REUSE DATA

Facility

' DataCite

£ FIND, ACCESS, AND REUSE DATA http81//dataCite.Org

¥ IGSN now works with DataCite

In September 2021, IGSN e.V. and DataCite entered a partnership
under which DataCite will provide the IGSN ID registration
services and supporting technology to enable the ongoing
sustainability of the IGSN PID infrastructure.

/IGSN\g/g

account Database %

sjunodde Jasn a|di|nA
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* Photons not ADU, 1D powder ...
» For what purpose is the data being kept?

Clarity on when to discard data is needed

Temptation is to invest in new outcomes rather than old data
* Money is limited and may come from the same (limited) budget

Persistent availability of data requires persistent funding
« What happens at the end of a 5 year project?
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