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Abstract

systems for effectivevorking conditions.Two classes
may be differentiated:

Real-space techniques have been an important issue inl. Collection of separate programs exchanging data

the PROTEIN program system from its very beginning. In
the field of molecular replacement the “real-space
search methods” serve the correlation of maps for the
exploration of non-crystallographic symmetry (Patterson

by standardized formats (e.g. the CCP4 package
[1]). The programs may come from different, inde-
pendent authors and are, therefore, easier to
maintain, but less easy to use.

self-rotation), positioning of known molecular models in 2. Integrated program systems (e.g. XTAL system

unknown structures (cross-rotation, translation) both in
Patterson and Fourier maps, location and refinement of
local axes in a Fourier map, calculation of “mean
Fourier maps”, and rotated density maps.

[2,3], X-PLOR [4], XtalView [5]) require more
effort to maintain, but are easier to use. Often they
evolve from different primary focuses.

The PROTEIN programsystem belongs téhe second

The widely used density modification technique§ategory.The original (_jesign goals _from its firgtlease
aiming at the phase improvement and hence interpretS] today prove to be dmportant as in the past aindve

ability of density maps have required further extension o
the software system. Followintpe principle of flexibility

in PROTEIN, this has been achieved by implementing:
modules withnew basic functionality (e.g. simple map
algebra incl. rotation, unit-cell generation from an
asymmetric unit, etc.). These additional tools accessibl
to the user through commands may be combividdthe
existing elements to perform powerful crystallographic™
tasks on the level of the command language (e.g. super-
position of maps, mask calculation by convolution tech-
niques, solvent flattening, molecular averaging).

After a general introduction into theROTEIN
program systemthe paper focuses on discussions of its
capabilities both for molecular replacement and density
modification in real space. Structure analyses from the
literature serve as examples.

1 Introduction

The advances both in computiexchnologyand in the
methodology of macromolecular crystallography have Ie{
to a considerable increase time speed of structure solu-
tion. Thisdevelopment, iurn, has puemphasis on the
importance of self-consistent crystallograplsoftware

peen acknowledged by a wide acceptamdéhin the
crystallographic community (over 20stallations): (1)
asyand flexible usage, (2) applicability to differently
ized problems, (3yide and growing functionality, (4)
efficiency, (5) robustness due to extensive testing, (6)
comfortable cooperation witbther crystallographic pro-
Srams and7) availability on major computer hardware
platforms. These goals have been met by:

Implementation of program modules (building
blocks) for performing both simple (basic) and
complex tasks

» Use of a command (script) language for parameter

specification and activation of the individual tasks

Chaining of calls of program modules on the user
command level which defines the crystallographic
task

Exchange of data between the tasks by use of files
and, more recently, memory (file-oriented tasks
versus memory-oriented tasks)

Dynamic use of memory (i.e. independence from
problem size)

urther extensions imersions 3and 4 ofPROTEIN [7,8]
ave been performed along these lines.



1.1 Functionality of PROTEIN

The majorpurpose otthe programsystemhasbeen and
still is the initial solution of macromolecular crystal
structures by X-ray techniques. As suthe important
steps of model buildingndrefinement intentionally have
been left out. While interactive computgraphics is
absolutely mandatory fahe former (e.gFRODO[9], O
[10], MAIN [11], XtalView [5]), quite a number of dif-
ferent powerful comparable methods 12, 13] exist for
the latter.Not imposing a preference for particular
approach introduces evdrigher flexibility for the end
user. For suitabland convenient interaction with a vari-
ety of programs, featureare available in th&®ROTEIN
systemwhich allowthe exchange of information on the
data level. The most important functions ¢IROTEIN
are:

» Generation and expansion of reflection data files

(loading of experimental data with e.s.d.'s)

» Scaling of reflection data (crystals and/or
“frames”)

» Scaling of derivative mean values

» Averaging of reflection data (incl. summation of
partially recorded reflections from pairs of adjacent
frames) and data screening with statistics describ-
ing their quality

* M.LLR. (multiple isomorphous replacement) with
heavy atom parameter refinement

» Encoding of various phase information in Hen-
drickson-Lattman coefficients (M.I.R., Sim
weighting, etc.)

» Combination of independent phase information at
various instances (e.g. M.I.R. phasing, structure
factor setup, export of data, statistical functions)

* Very general setup of Fourier coefficients
(including phase combination)

» Fast calculation of structure factors from atomic
coordinates

* Calculation of maps and difference maps
(Patterson, Fourier, difference maps) with normal
and FFT methods [14]

» Listing, contouring (also stereo), peak searching of
maps in all directions of the crystal axes

» Real-space search methods (self- and cross-
rotation, translation function, rotation and averag-
ing of maps, vector verification, etc.)

» Density modification techniques in real and recip-
rocal space (e.g. solvent flattening, non-crystal-
lographic symmetry averaging, convolution tech-
niques)

* Statistical supplement (e.g. figure of merit, signifi-
cance of anomalous dispersion data, R-factor, etc.)

* Interconversion facilities for exchange of data with
other programs and/or systems

1.2 Command language

In order to simplifythe command inpuand reduce the
possibility for input errors, use is made of a hierarchically
structured command (script) language. Heguence of
control words on thebasicinput level commands (e.g.
LOAD, each of which corresponds to a particular task,
determines thesequence of actions to lbaken. In this
way it definesthe crystallographic task to kexecuted.
Input parameters to the contnbrds are numbers(e.g.
100, 43.1 ), strings (enclosedwithin quotes, e.g:-X,

-Y, z+1/2" ), single letters(e.g. A) or sequences of
control words on the next higher input level
(subcommandsenclosedwithin parentheses, e.dour

(grid 100 100 100 scale 0.1) ). These themselves
may carry further arguments osequences of control
words, with possiblfurther nesting. Organization of the
command input irfree format, support of default values
for non-specifiedarguments, andnostly free order of
subcommands orhigher inputlevels ease usage and
make the command input self-descriptive.

Often used command sequences maydéjgos-
ited in separate filegnd executed as procedures by a
simple reference ttheir file names (e.g@'sp19.cmd’ ).

In this way control may be passed from one comniied

to another, up to depth &i’e, control beingreturned to

the previous one upon exhaustiontbé current one. The
support of environment variables defined on the operating
system levelenhances thdlexibility of the command
structures (e.g@"'MPIPROT"/exe/spl19.cmd’ ).

Although command sequencase typically set
up with an ASCII editor prior to execution, tkeyboard
itself may serve athe primary inputlevel, as well. In
such casethe availability of the procedure mechanism is
of particular importanceDespite this possibility, my
personal preference for interactive executiothis sepa-
rate setup of a command filllowed byits execution,
since a truly interactive user interface with prompts,
menus, etcand recording into a command file (i.e. an
intelligent PROTEIN command editor) is not available. It
is appreciatedhat there issome need for such &anter-
face, from which novicesvould benefitthe most. A
WWW interface is being considered as a gengraphi-
cal user interface (GUI).

The above issummarized in thdollowing ex-
ample:

load (cell 64.9 78.32 38.79
@"MPIPROT"/exe/sp19.cmd' |P21221
format '(3F4.0,2X,2F10.2)' ! CCP4

(h k | fobs sigma) )



2 Molecular replacement in real-space

Molecular replacement (a term introduced by Rossmann

[15]) typically is used fotwo (in principle independent)
purposes:
symmetry (NCS) elementwithin the asymmetricunit
andinclusion of this information in phase determination
(e.g. NCS averaging); (2) determinationimfial phases

for an unknown structure by positioning a molecule (or

fragment of it) in the cell of the unknown. In tfadlow-
ing | shall concentrate on the latter.
For computational reasons this principally 6-

dimensional problem (three rotation angles, three com-

ponents of the translationakctor)is, in general, sepa-
rated intotwo 3-dimensional problems. A rotation func-
tion is used to determinghe angular orientation, and a

translation function to determine the position of the cor-
rectly oriented molecule. Since phase information is not

available, these functions have to be basedhencorre-
lation of the Patterson functions of the knoand un-
known structures, or parts therefrowo principally

interconvertible approaches are knowme operating in
reciprocal space (first introduced by Rossmand Blow

[16]), the other in reaspace (first mentioned byloppe
[17]). For thispurpose, it is convenient timink of the
Patterson function as a superpositionatifinteratomic
vectorswithin the unitcell, composed ofhe self-vector
sets (between atoms tfie samemolecule)and cross-

vector sets (between atoms of different molecules). Since

the self-vector set of a rotated molecule depemisely
on the rotation of the unorienteelf-vector sefi.e. it is
translation independent), any rotational search needs
consider theself-vectors only, whereas atsanslational
search has tinvolve the cross-vectors of properly ori-
ented molecules.

A number of crystallographisoftware packages
is available for molecular replacemerihbe MERLOT

package [18] comprising a consistent collection of several
prominent algorithms not mentioned here explicitly, and

the CCP4 package [1], which also includes tiery ef-
fectively operating fast rotation functiohMoRe(Navaza

[19]). Other recent approaches are the Patterson correla-

tion refinement (Brunger [20]), available ¥aPLOR[4]),
and the direct rotation function (DeLano [21]).

The real-space searchoutines available within
PROTEINare a generalization éfuber's [22] approach.
Two 3-dimensional mapsséarch mapand target map

(1) determination of non-crystallographic

Rotation of a model self-vector sese@rchmap)
within the crystal Patterson magaiget map) to
find the orientation of the model in the crystal cell

Translation of a model cross-vector sadrch
map) on Harker sections of the crystal Patterson
map €argetmap) to find the position of the model
in the crystal cell

Rotation of a disc of unity density around the ori-
gin of the crystal Patterson map to find “local”
Harker sections (i.e. planes of high density)

 Translation of a finite disc of unity density on
Harker planes to find a coarse center-of-gravity
difference vector between symmetrical molecules

Location and refinement of the position of local
axes in a Fourier map
Mean Fourier: calculation of the average of rotated

and unrotated Fourier sections. Simple rotation of
density

“Vector verification” for the interpretation of dif-
ference Patterson maps

The target mapis represented on a full 3-dimensional
grid, whereas thesearch maptypically consists of a se-
lected set of coordinates (peaks) from a findip for com-
putational reasons. The “correlation” function is repre-
sented as &orrelation map which may be defined in
several manners:

1.ProductfunctionC = ¥ { P(RX)P<(X)}, where
P represents the target mdpijs the product of
the orthogonalization, transformation (rotation or
translation) and deorthogonalization matrices; and
the variousX are the coordinates of the search
modelPs (“peaks” = grid points above a thresh-
old). High values indicate a high degree of overlap.

2.DifferencefunctionC = [ T {Py(RX)-Py(x)}’] "
which may be used in two form&; uses alll
“peaks”, whileC; uses only those witR; < Ps,

since at a correct placemd#t= Ps. In this case,
low values indicate a high degree of overlap.
The product functiorhas the advantagiat thesearch
and target mapmay be onarbitrary scales. Thdiffer-
ence functionsare moresensitive but require correct
scaling which is often difficult to achieve.

It is obviousthat the approach to tHeatterson

to

are correlated by relative orientations or translations i§€a'ch problem ieal space offersthe possibility of

real space. Depending on the mapsl operations cho-
sen, the following applications are possible:
* Self-rotation of crystal Patterson maps (both
searchandtargetmaps) for the determination of
non-crystallographic symmetries

modifying the searchmodel without greadifficulty in
intuitively reasonablavays. This first hasbeen pointed
out by Nordman [23].

In the following, the individual steps required
within PROTEIN to perform such calculatiossall be
demonstrated using data from structu@nalyses
(Ribonuclease Sa wittwo molecules inthe asymmetric



unit, bySevcik etal. [24], andCytochromec' with afour  subsequently fothe calculation of thanodel Patterson
helix bundle, by Baker al. [25]). These also served as and itsreduction to the set of pealised inthe rotational
examples in an EU-sponsoredining workshop on Mo-  search (Fig. 4). In order to exclude intermolecuksctors
lecular Replacement, organized by Bbddson inSpring  in the final correlation (restriction of integratignlume),
1996. a proper range of radii has to be defined for this selection.

2.1 Rotational search

The calculation of thdarget mapinvolves two major
steps: (1) the generation of a reflectifile (which in-
cludesthe loading of experimental data arfdrmally,
crystal and derivative scaling, although multipleflec-

work list i label 'RNA SA model'
files (A 21 (status'scratch’) B 22
(stat 'scratch’) C 24 (stat 'scratch’)
input 30 (name 'dummy.ref' stat'old")
punch 31 (status 'scratch’))
| == Generate file with one dummy reflection
load (cell 100. 100. 100. symtries 'X,Y,Z'
format '(3F4.0,2X,2F10.2)" (h k | fo sig)

tion data are missing); (2) the calculation of the Patterson assign d 'NATI assign s '"MEAN?)

map (setup of Pattersaoefficients, Fourier summation).
If required, theeffect ofthe origin peak can bemoved
by subtracting its contribution. Thes®o stepsare dem-
onstrated in Fig. 1 and 2.

work list i label 'RNA SA'

files (A 21 (status'scratch’) B 22
(stat 'scratch’) C 24 (stat 'scratch’)
input 30 (name'rnas25.ref' stat'old"))

! == Load data from unit 30 to file B

load (cell 64.90 78.32 38.79 symtries'X,Y,Z'
X+1/2,-Y,Z2+1/2" 'X+1/2,-Y+1/2,-Z'
'-X,Y+1/2,-Z+1/2' spacegroup 'P212121"
format '(3F4.0,2X,2F10.2)' (h k | fobs
sigma) assign d 'NATI" assign s 'MEAN")

| == Relative scaling of sources of native

I and calculation of mean values.

files (interch a b) scale 'NATI' mean

!

! == Now determine derivative scale factors
files (interch a b b 12 (name 'rnasa.fla’
stat'new')) scale (noref b) mean

Figure 1: Reflection file with experimental data

work list i label 'RNA SA'
files (A 12 (name 'rnasa.fla’ shared)

C 22 (stat 'scratch’) D 21 (stat'scratch’)

E 13 (status 'scratch'))
| == Setup of Patterson coefficients
resol 2.5 SF (ampl S (fo 'NATI")

comment 'Map: FO(NATI)**2")

I == Fourier summation in ASU of Patterson
four (grid 0.6 layout 0.5 0.5 0.5 scf 0.1)
I == Convert map from Y- to Z-sectioning for
I real space search routines
files (f 14 (name 'exp_patt.fle"))
copy e f (dire z)

Figure 2: Calculation of crystal Patterson map

Similarly, the calculation of theearch maprequires the
generation of a reflection filéthis time with“dummy”
data, since experimental data are missing). A large P
unit cell is chosen to avoid overlap dfe model self-
vector setvith cross-vectorgFig. 3). This time, structure
factors have to be calculated fraime known molecular
model (external AWK-scripts proved to be maseful

for selecting coordinates from PDB filegjhich areused

!
! == Find missing reflections up to the given
! resolution limit

resol 2.5 (shell 20)

check b (compl (punch '(3i4,2h1.,a4)")

!

I == Add them to reflection file and perform

I dummy scaling and averaging

files (interch a b input 31 (rewind))

load (format '(3F4.0,F2.1)' (h k | fobs)
assign d 'NATI' assign s 'MEAN")

files (interch a b) scale 'NATI' mean

files (interch a b b 23 (name '1sar_p1.fla"))

scale mean

Figure 3: Making reflection file of search model

work list i label 'RNA SA model' resol 2.5
files (A 11 (name "fileA™ shared)

B 21 (name "fileB") C 22 (status
'scratch’) input 18 (name "'model™ shared))
!
| == Calculate model structure factors
fc (spacegroup 'P1' bov 15

atomt 1'C’
(formf 1.455 1.462 3.775 22.49 0.7241)
atomt 2 'N'
(formf 1.459 2.001 4.471 17.02 1.023)
atomt 3'0'
(formf 2.113 2.867 4.637 14.75 1.211)
atoms (entry 1 9999) )
!
! == calculation of a model Patterson map
files (interch A B D=25 (status 'scratch’)
F 26 (stat 'scratch’) E 13 (name "mpatt™)
h 14 (name "model_patt_peak™) )
resol 8.0 2.5
SF (ampl S (fc 'NATI")
comm 'model Patterson P1 RNA SA ...")
fourier (fft grid 100 100 100 scf 0.1)
!

! == complete unit cell and sectioning in Z
copy E F (direction z)

files (interch e f)

copy e f (section 0 100 0 100 0 100 G)

|

! == pick density values for cross rotation
I within a sphere of 20 Angstroms
search (patt F (sym 'P1") selectH

(thr 400 rad 4 20 centre 000 Q) )

Figure 4: Calculation of structure factors and
model Patterson map



After theseinitial steps,all data areavailable in théorm

required to calculate a rotation function in real space. The "~ \
peak set selected frothe search map is rotated against @

the target mapwhose values athe target positions are
computed by interpolatiorilhe values ofthe above de-

scribed “correlation” function (e.g. product function) at .

the variousangularpositionsare stored on a 3-yrid in

the correlation map (Fig. 5). Depending on the kind of |..
rotational search (self- or cross-rotation) different defini-

tions of angulasystems may bappropriate (Eulerian or
spherical polar angles).

work 10000K list | label 'RNA SA'
files (E 11 (name "'exp_patt™)
G 14 (name "model_patt_peak™)
F=26 (name "crot"))
| == Do a rotation search in a 5 deg raster
search (patt E (sym 'PMMM’) !target map
peaks 2100 G (Thr 500 grid 100 100 100
cell 100 100 100 90 90 90) !search map
rot 2 F P 'Cross rotation R&B angles'
(angles0 1805 03605 01805))

Figure 5: Calculation of rotation function

Finally, the correlation map has to &ealyzed which is
done by the standard modules of contourimgag and/or
searchingor peaks (or holes) iit. This isdemonstrated
in Figs. 6 and 7.

work 10000K list | label 'RNA SA'
title 'Analysis of cross rotation RNA Sa'
files (E 12 (name "'crot™)
F 13 (status 'scratch’) )
| == Rescale rotation function map:
! average=0; standard deviation=1
copyef (add A -1.0 mult S 1.0)
| == Search for peaks in rotation function
pekpik F (level 2.0) check F (density)
! == Contour section containing correct peak
cont f (layer 170 level 2.5 0.5 10.0 d 92
level 0.50.52.0d 91
level 0 0.5 0 d 93)

Figure 6: Analysis of the correlation map

Further analysis (e.g. checkirigr plausibility and sym-

Thetal down / Theta2 across. Theta3 = 170 deg.

Figure 7: Contour plot of the correlation map.
The backbone of molecule A of Ribonuclease Sa
has been used as a search model in the crystal
Patterson. The symmetry of the rotation function

180-6,, 180+0,, 63 (01, B,, B3 are the Eulerian
angles as defined by Rossmann & Blow [16]) reflects
the space group symmetry. The highest peak is lo-
cated at the correct angular position.

tions) have been developetll of these (for areview see
Fitzgerald [26]) have in common withe original one of
Crowther and Blow [27{hattheyareevaluated by means
of a Fourier transform.

A Fourier trandorm is also required for the
calculation of thecross-vector set withcoefficients

Fi(h)[E «(h), Fi(h) and F (h) being the calculated
structure factoand itsconjugate complex of moleculés

andk, respectively. Subsequently, however, a number of
additional stepsire necessary which is prohibitive to the
calculation of the correlation map in real spaEegen
reasonable modification of the targabhd searchmaps
(e.g. subtraction of theorrectly oriented self-vectaets

or removal of the origin peak) can becommodated in
an easyreformulation of the Fouriecoefficients for the
translation function. Thenly advantage of performing
this operation in readpace may be seen the choice of

the difference function instead tfie product function as

metry considerations) may be most easily done by sug criterion of fit. Thishowever, is sensitive tilie scaling
plementary tools provided for use and modification on thef search and target maps.

operating system level.
2.2 Translational search

In a translational search, the positiongvad (symmetry
related) correctly oriented moleculese variedand the
corresponding cross-vectorse@rch map are correlated
with the Patterson of the unknown structusrdet map.

Again, equivalent formulations exi$or real-space and

For these reasons, little usasbeen made of the
real-space translational search availablePIROTEIN.
Instead, standardeciprocal-space translation functions
have been calculated outside the progsgstem. Fothis
purposethe availability offlexible facilities for data ex-
change proved to be quite useful.

Even though, thepossibility of performing a
positional search withiPROTEIN is exemplified in Fig.

8, as it demonstrates the modularity of the program sys-

reciprocal-space approaches. In the latter case, quitetam. Theonly difference tahe rotational analysis is the

variety of different functions (termettanslation func-

control wordtrans which causeshe searcimodel to be



translated instead of rotated (contredrd rot , cf. Fig.
5).

SEARCH (PATT [E or F]|E
(...) !target map
PEAKS n [G or H or I]|G [format]
(...) !search map
TRanslation E of F[P]
['descriptive text]
(SHifts xs xe dx ys ye dy
zs [ze dz]
[MOVe x1|0 y1|0 z1|0 [G or A]|G
x2|0 y2|0 z2|0 [G or A]|G]
NORMalize ¢ or SCAlLefactors) )

or FOUR [E or F]IE

or [D] or [M]

Figure 8: Summary of commands for performing
a positional search

With the new facilities set up for density modification
(described in sectioB), it should be notoo difficult to

This methodeasesinterpretation ofdifference
Patterson maps significantly. This is particularly useful in
cases of high-symmetry space groupgha presence of
multiple sites.

During the structure determination of cyto-
chromec' [25] the iron-anomalous scattering turned out
to be crucial fotthe success othe whole analysis. It not
only enabled initial phasing, but also allowed discriminat-
ing betweenmultiple molecular replacement solutions
and, finally, to identify one as correct.

In thefollowing, thesedataserve as an example
for a vector verification procedur&he required target
map here is an anomaloddference Pattersomap with
coefficients(|Fo’| - |Fo])?. Assumingthat the data of
the Friedel pairs are available in tteflection file for the
native compoundNATI' , the definition of the Fourier
coefficients for this map is:

calculate reciprocal-space translation functions internally SF (@mpl S (dfom ‘NATI) phase 0 weight 1)

as well (by definition of the Fouriercoefficients on the
command level). The analysis of the resulting 3-
dimensional correlation mapay be performedpossibly
after import) inside PROTEIN in any case.

2.3 Vector verification

A completely differentipplication of the set of real-space

search routines is thgo-calledvector verificationin a
vector map. This,typically, is somekind of difference
Patterson mapnd, again,represents theaarget map
Instead of a “static” search magearch vectorsre com-

puted “dynamically” when scanning the target map. From

each scan positioall symmetryrelated positions (both

crystallographiandnon-crystallographic) are calculated.

The target map itooked up atall positionsthat corre-
spond to difference vectors between thgseerated posi-
tions. All values are summed (or multiplied - in thése,

negative target values are ignored), and the result is saveg,

in thecorrelation map

This procedure is primarily intended for the

automatic interpretation oflifference Patterson maps.
The resulting map will have peaks at possible loca-
tions of theheavy atoms (alscorresponding to thepace
group dependent choices ftire origin of the unitcell).
Therefore, it is advisable to carefully choabe scan
region. Once majoheavy atom sites have beeteter-
mined, theirlocations may be used find minor sites
from their difference vectors tehe major sites. In this

situation the origin of the cell is already fixed. In generalyvector verification (control wordshift

the complete asymmetric unit has to be scanned.

wheredfpm is a control wordhat selectsthe anomalous
differences.

The resulting map igery clean, agnay be seen
from a contour plot of the Harker sectipnl/3 (Fig. 9).

X down [0:1]/ Y across [0:1]. Z= 1/3

©

@

© ®

Figure 9: Harker section z=1/3 of the anomalous
ifference Patterson map for  Alcaligenes deni-
trificans cytochrome ¢’

The central portion of th€ ROTEIN command file for
the vector verification is:
search (patt E (sym 'P1-' change 2 rad 4)
vect F 'VV in anomalous DP'
(shift0341 0341 0381) )
In order to avoid inadvertent influence frofme origin
peak, it is simply cut out (all values within a sphere of 4A
around the origin arset to zero). The scaangefor the
) covers an
asymmetriaunit. A contour plot of thevector verification
is shown in Fig. 10. Théwo large peaksare equivalent
and correspond tdwo different possibilities oenantio-
morphs (space group%;22 andP6s22).



X down [0:1/2]/ Y across [0:1/2]. Z=28/228

Figure 10: A section of the vector verification
map in the anomalous difference Patterson map.

3 Density modification

Density modification techniquesm at theimprovement

of phases by imposing physically meaningful constraints

on the map on a non-atomievel. Whenthe secondary

phase information derived therefrom is combined with
the primary phase information available from experiment

in an iterativeway, a densitynap will be obtainedinally
which matches both the experimental data thephysi-
cal requirements at thelfrest. Such a densityap is ex-
pected to be superior the initial one.andusually allows
its interpretation and thesubsequent refinement of a
molecuar model.

Use of quite a number of physical constraints
can be considered, the most commonly used include:
Positivity and boundedness
Map continuity and use of a partial model

Histogram matching (examination of statistical
distribution of density at a given resolution)
Solvent flatness
Non-crystallographic symmetry
Atomicity (only with very high-resolution data)
In all casesthe iterative approacimvolvesthe following
steps:
0. Calculation of an initial map from experimental
data (also phases)
1. Modification of electron density in real space
2. Calculation of structure factors by inverse Fourier
transform of density map generated in step 1
3. Combination of structure factors (amplitudes and
phases) from experiment and modification
4. Calculation of a new map with these altered
structure factors. This map is used as input to step
1 to start a new cycle. Finally it is interpreted

A good overview ofthe theory and practice of density
modification has been given by Podjarny and Rees [28].

3.1 Required tools

In order to use these methods in PROTEIN, implementa-
tion of a number of additional tools is required. Following
its philosophy of providing elementary tasks (building
blocks) which thenmay be combinedvith the existing
tools to perform crystallographic tasks tre command
level, these include:

Inverse Fourier transform of maps (calculation of
structure factors)

Determination of phase probabilities (figures of
merit) for calculated structure factors

Maodification of structure factors in reciprocal
space (simple structure factor algebra)

Modification of map on the basis of density values,
optionally by use of restricted areas (masks)

Combinations of maps (simple map algebra), in-
cluding rotation and translation, optionally by use
of restricted areas (masks)

Generation of maps from atomic parameters

* Alteration of layout parameters of maps (e.g. ex-
pansion to unit cell)
When thesteps necessary in density modification proce-
dures are furthebroken down to even more elementary
tasks, a lot of data exchange is requibetweenthem.
The approach of usingplelydatafiles for this purpose is
uncomfortable forthe user (andhlso the programmer).
Therefore, the mechanisfar transferring data from one
task to another hdseen extended by keepitigem tem-
porarily in computemain memory. Since PROTEIN had
the capability of allocating memory dynamically from its
beginning (mainlyfor providing generality for differently
sized problemsand of labeling it internally, ibnly had
to be made explicitly available the userNow, he may
allocate namedmemory segments, releaseem again
and use them for the temporary manipulation of maps
and (their)Fourier transforms. Initial loadingnd final
saving is ensured through data files:
READ D *ftxx' allocates memory segmefugx’
and loads it with a Fourier transform from file D

WRITE D 'ftxx’ writes Fourier transform from
memory segmenttxx'  to Fourier coefficient
file D

READ E 'map’' allocates memory segmemiap'

loads it with density from map file E

WRITE E 'map' writes density map from memory
segmentmap' to map file E

PURGE 'ftxx' 'map' releases memory segments
"ftxx' and'map' for further use



Typical usage of “memory-oriented” tasks for densityAll operations areexecuted immediatelgnd, therefore,

modification would include(1) read operations to mem-

ory, (2) modifications(manipulations), and3) write
operations for saving the results across different jobs.
The basic control words formanipulation of
maps or Fourier transforms aZ®PY ‘from' 'to’ and
MODIFY ‘from'  with instructions for modification on
the next inputevel. The first command fornkeaves the
segmentfrom' intact, whereas the saud one performs

may be*“chained” on the commantével. In this way,
powerful modification schemes may be defined on the
user command leve@inddeposited for subsequent general
usage.

3.2 Applications

Two examples makingise ofthe available mapnanipu-

the alterations in place. The supplementary commanthtion features will be described in the following.

CHECK 'from' allows the calculation of statistical
measures from the data contained in memory.

3.2.1 Determination of molecular envelope

tion (i.e. pssibly different for map andstructure factor
manipulations) include (unavailable onestatics):
ADD number adds a constant (to each map point or
structure factor, which may be complex in the lat-
ter case)

ADD (table ...) adds constants from a resolution-

dependent table of values (Fourier transforms only)

ADD 'mod' adds another memory segment of the
same type, i.e. another map or Fourier transform

MULT number multiplies by a constant (which may
be complex for Fourier transforms)

MULT (table ...) multiplies by constants from a
resolution-dependent table of values (Fourier
transforms only)

MULT [C]'mod’  multiplies by another memory
segment of same type, i.e. another map or Fourier
transform; this corresponds to convolution in the
corresponding Fourier space. The letter C denotes
the conjugate complex. Assunfé, contains a
molecular transform, theBOPY 'ft' 'patt’

(mult C 't would set up the transform of its
Patterson map

NORMALIZEadds and multiplies map values by con-
stants to yield an average of zero and a standard
deviation of one

REPLACE range target  replaces density values
within a specified range by a target value

REPLACE range target [l or O] 'mask’ re-
places density values within a specified range by a
target value inside or outside a mask

REPLACE range target (INSIDE 'mask’ or
OUTSIDE 'mask’)  replaces density values within

a specified range by a target value inside or outside

a mask

ADD 'map' (ROTATE ... TRANSLATE ...
INSIDE 'mask’) adds rotated and/or translated
map by specified operators within indicated mask
(for NCS averaging)

EXPAND (options)  changes layout parameters of
map, e.g. for expansion to unit cell

of a molecular envelope from a dengsitppinvolves the
following steps:

» Truncation of the map, i.e. suppression of its
negative values

» “Local averaging”, i.e. replacing the density at
each grid point by the weighted average of the
densities at surrounding grid points, within some
radiusR, typically 2.5 times the resolution used.
The weighting function in this process is
w = 1 - r/Rfor positive density values amek R

» Suppressing all values below the solvent level and
setting all values above solvent level to 1 (the sol-
vent level being determined from a histogram of
density values so that the number of grid points
below this level corresponds to the expected sol-
vent content of the crystal)

The “local averaging” is equivalent to a convolution
betweerthe truncated map (i.e. ifositive portions) and
the weighting functiorw(r). The quitecompute-intensive
task (in Wang's original programs) can inade much
faster by use of reciprocal-space methods following the
convolution theorem. Instead of averagingréal space,
the Fourier transform of the truncated napy needs to
be multiplied with the transform of the weighting func-
tion [30,31]. This isisotropic and only dependent on
sind/A and can bexpressed analytically [31]. A Fourier
synthesis of the resulting transfordirectly yields the
“averaged” map.

Supposehe Fourier transform of the weighting
function is available in tabular form (thimasbeen done
in an external prografor a number of typical averaging
radii). The sequence of necessary steps may be
“programmed” with the PROTEIN command language:

I==1 = Truncate (suppress negative values)
! map within memory area 'mpin'.

read e 'mpin' modify 'mpin' (suppr -10000 0)
|

== 2 = Backtransform map and perform
averaging by convolution (multiply

! Fourier transforms of truncated

! density and weighting function.

! Calculate averaged map by FFT.

! Data exchange partially via files

! (for compatibility reasons)



files (c 50 (stat 'scratch’) d 51 (stat
'scratch’) e 52 (stat 'scratch’) )

write e 'mpin' (comment ‘truncated map')
fouriread d 'fttr' ! FT of truncated map
copy 'fttr' "ftwt' (! multiplication of FT's

mult (table @"'MPIPROT"/exe/ftwt_r6.dat"))
write d 'ftwt' purge 'fttr' 'ftwt'
four (grid 64 34 72 comment '‘averaged map')
!

== 3 = Statistics on averaged map including

! histogram to determine density cutoff

! for solvent level corresponding

! to the protein content in the cell

read e 'mpav' modify 'mpav' (normalize)

!

1== 4 = Apply solvent level to alter map:

Density values below cutoff are set

to 0., otherwise 1. The resulting

molecular envelope (mask) may be used

for further modification procedures.

copy 'mpav' 'envl' (replace -0.75 10000. 1.
replace -10000. -0.75 0.)

| files (c 50(del) d 51 (del) e 52(del)

Steps 2and 3look fairly complicated due tahe (still
necessary) use of files faertain tasksUpon extended
implementation of labelechemory segmentsntermedi-
ate filesmay be avoided completelyseneration of the
averaged map in stepwWould then beformulated more
simply:

four 'mpin' 'fttr' ! Fourier transform of map

copy 'fttr' "ftwt' (! multiplication of FT's

mult (table @"'MPIPROT"/exe/ftwt_r6.dat"))

four 'ftwt' 'mpav’ (grid 'mpin’ layout'mpin’)
Finally, in step 4, the assignment otatoff level might
be directly expressed as solvent content, whiculd
eliminate step 3 completely.

When deposited in a command procedure, the

automatic calculation of a molecular enveloprght look
the following way:

files (e 11 (name 'mir25.fle")) resol 2.5
@'molenv.cmd' linput map: file E, output maps
lin 'mpin’ (truncated)
I'mpav' (averaged, av=0, std=1)
'envl' (molecular envelope)
check 'envl' write f 'envl' !save envelope
purge 'mpin' 'mpav' ‘envl'

3.2.2 Solvent flattening

The existence of a uniform solvent region implies strong
constraints on the structufactor phases [32]. Therefore,

imposing flatness on theolvent (i.e. settinghe density
outside a molecular boundary tonzeanvalue) leads to
improvement of the phases. In general, dffect is more

pronounced inloosely packed crystal structures, where
the volume occupied byhe solvent may be quite consid-

erable.
The iterative process of solventlattening re-
quires the initial definition of amolecular volume

mask with ones agrrid points inside themolecule and
zeroes otherwiseél he following stepsare applied repeat-
edly until convergence is reached:
» Set the density outside the molecular envelope (i.e.
solvent region) to the average in this area.

» Optionally truncate the protein density inside the
molecule (apply positivity);“histogram matching”
would be performed at this instance additionally.

» Back-transform the modified map and combine the
resulting phases with the starting (experimental)
phases. Here, several possibilities exist; one com-
monly used is based upon the assignment of phase
probabilities for these phases (Sim-weighting
[33]). The combination itself may be performed
according to the algorithm proposed by Hendrick-
son and Lattman [34].

» Calculate a new map from these “combined”
phases and repeat the whole process. Optionally a
new envelope may be calculated from the improved
map.

These stepsre formulated in @PROTEIN command

procedure (an M.I.R. map of BPTI served as an example):

! Input: electron density on file E

! mask for molec. vol. file F

! reflection file on file A

! Output: solvent flattened map on file 50

|

| == Flatten the solvent region outside mask

I and truncate region of heavy atom.

read f 'mask’ read e 'map’

modify 'map' (replace -1000. -18. 0.025
replace o 'mask' -10000 10000 0.025)

I == Write modified map to file and
I calculate structure factors
files (d 51 (stat'scratch’) c 52 (stat
'scratch’) e 50 (stat'scratch’)
b 54 (stat'scratch'))
write e 'map’ four i
!
| == Merge structure factors into reflection
| file for combination with M.I.R. phases
copy a b (merge (HLset 3))
files (interch a b)
sf (ampl (fo 'NATI') phase (HLset 2 HLset 3)
weight (fom) )

i == Calculate new map from M.I.R. phases
I and solvent flattening.

four (grid 64 34 72 scf 100)

|

i After swapping of reflection files ready

I for a new cycle

files (interch a b)
The repetition of thevhole process simply is (without an
automatic criterion for convergence):

@'solvflat.cmd' @'solvflat.cmd'

(envelope). Quite a number of different approaches have @'solvflat.cmd @'solvflat.cmd' ...
been reported fothis task. An automatiprocedure has The aboveprocedure implies knowledge tiie average

been demonstrated the preceding section. Thmolecu-

valuewithin the solventarea (aspecificnumber hadeen

lar volume typically is represented as a 3-dimensionatiefined withthe REPLACEsubcommand)This has to be



determined in a preceding step by performing an analysigontact W.St.)and isdistributed in executable format
(CHECK of the initial map within thesolventarea. For with an extensive user manwaid aset of examples. The
this purposethe mask has to be inverted (i.e. inside theéWeb page mentioned in the header documents informa-
molecule 0, outside 13nd applied to the density. The tion aboutthe package’'s capabilities, availability, new
statistical analysis (which also calculates an averagd®atures, examples, a list serfer distribution of news,

ignores zero values. etc.
read f 'mask’ modify 'mask’' (mult -1. add 1.)
read e 'map’ modify 'map' (mult 'mask’) Z down / X across. Y= 7/ 34
check 'map’

Fig. 11 and 12show one section of an M.l.Rnap of
BPTI at 2.5A before and after I§cles ofsolvent flatten-

ing.

Z down / X across. Y= 7/ 34

9
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Figure 12: The same section as in Fig. 11 after 16

cycles of solvent flattening.  The heavy atom and

solvent areas have been flattened out resulting in an
enhancement of the features within the molecule.
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