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• What we do now : Raw Data Management

• What we want to do :  Supporting user workflows

• What we want to do : sharing and publishing data

• Coming back to Metadata 



• What we do now : Raw Data Management



Supporting Facilities Data 

Management
• STFC Scientific Computing Department

- Support three STFC Funded facilities on the RAL 
campus

- Provide data archiving and management tools

• ISIS Neutron and Muon Source
- Provide tools to support ISIS’s data workflows

- Support through the science lifecycle

- Rich metadata

- Provide Data archiving

• DLS Synchrotron Light Source
- Data Archiving 

- Limited metadata

- Managing the scale of the archive

• Central Laser Facility
- Real-time data management and feedback to 

users

- Rich metadata on laser configuration

- Access to data



DLS Archive Architecture
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Supporting Data Management for 

STFC Facilities
• Integrated data management pipelines for data  handling

– From data acquisition to storage

• A Catalogue of Experimental Data

– ICAT Tool Suite: Metadata as Middleware

– Automated metadata capture

– Integrated with the User Office and data acquisition 
system

• Providing access to the user

– TopCat web front end

– Integrated into Analysis frameworks

• Mantid for Neutrons, DAWN for X-Rays



Proposals

Once awarded 

beamtime at ISIS, an 

entry will be created in 

ICAT that describes your 

proposed experiment.

Experiment

Data collected from your 

experiment will be 

indexed by ICAT (with 

additional experimental 

conditions) and made 

available to your 

experimental team

Analysed Data

You will have the 

capability to upload any 

desired analysed data 

and associate it with 

your experiments.

Publication

Using ICAT you will also 

be able to associate 

publications to your 

experiment and even 

reference data from your 

publications.
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GEM – High intensity, high resolution 

neutron diffractometer

H2-(zeolite) vibrational 

frequencies vs polarising 

potential of cations

• Secure access to 

user’s data

• Flexible data 

searching

• Scalable and 

extensible architecture

• Integration with 

analysis tools

• Access to high-

performance resources

• Linking to other 

scientific outputs

• Data policy aware

An international collaboration 

http://icatproject.org

http://icatproject.org/


Investigation

Publication KeywordTopic

Sample
Sample 

Parameter
Dataset

Dataset 

Parameter
Datafile

Datafile

Parameter

Investigator

Related Datafile

Parameter

Authorisation

Core Scientific Metadata Model (CSMD)

The Core Metadata model forms 
the information model for ICAT.

Designed to describe facilities 
based experiments in Structural 
Science throughout a facility’s 
scientific workflow. 

http://purl.org/net/CSMD

http://icatproject.org/CSMD/

http://icatproject.org/CSMD/
http://icatproject.org/CSMD/


ICAT + Mantid
(desktop client)

ICAT Tool Suite and Clients

ICAT APIs

IDS
(ICAT Data 

Service)

ICAT
Job Portal

TopCAT
(Web Interface to 

ICATs)

ICAT + DAWN
(Eclipse Plugin)

Desktop app

Clusters/HPC

Disk

Tape

Metadata as Middleware

Data transfer 
protocols

AA Plugins

ICAT Manager

Python ICAT



The ICAT Data Server (IDS)

• ICAT metadata catalogue

– a SOAP web service interface to
metadata

• IDS provides a “RESTful”
interface to the data files
cataloged by ICAT

– AA handled via the ICAT

– Can plugin to different storage
infrastructure

– Can use different data transfer
protocols (http, gftp,
GlobusOnline …)

• Separation of concerns: metadata
management vs data ingest/access

• Manage data scaling issues

Frazer Barnsley, Steve Fisher, 

Wojciech Grajewski Antony Wilson

IDS

ICAT

Storage
Write

Authorize, 

Write metadata

Write data



ICAT: An international 

collaboration
• In daily production use on the RAL campus:

– CLF, ISIS, DLS 

• Also internationally:
– In production: ESRF, ILL,SNS,

– Pre-production: HZB, ALBA

– Development: PSI, ELLETRA (FERMI)

– PaNData Consortium

• Actively contributing to tool development
– E.g. python library

• ICAT steering committee has been established. 
– Andy Götz (ESRF) the chairman

http://icatproject.org

http://code.google.com/p/icatproject/

http://icatproject.org/
http://code.google.com/p/icatproject/


• What we want to do :  Supporting user workflows



Facility Data Lifecycle

Proposal

Approval 

Scheduling

Experiment

Data 

reduction

Publication

Data 

analysis

Metadata Catalogue

Traditionally, these steps are decoupled 

from facilities. However, they are

key to derive useful insights.http://www.icatproject.org

http://www.icatproject.org/


Data Analysis Challenges

• Diverse science

• Varying levels of expertise

• Help users through the analysis

• Data getting bigger – too big too move

• High CPU / memory requirements

• Complex software environments

• Open data / reuse – provenance

• Automation



Supporting Data Analysis

• Managing analysis codes 
for external users

• Accessing HPC

• Tracking provenance

• Modified ICAT to support: 
• Derived data

• Software, jobs

• Linking between these 

• Modification to the metadata 
model



Tools to support analysis processes
• MANTID

• ICAT Job Portal

• ISIS Auto-Reduction

• All use ICAT to :
• Access data

• Record Provenance Steps



In- and Post-experimental support

Scan
Reconstruct

Segment 

+ Quantify

3D mesh + 

Image based Modelling
Predict + Compare

Some mage credit: Avizo, Visualization Sciences Group (VSG)

Data 

Catalogue

Petabyte

Data storage

Parallel 

File system

HPC

CPU+GPU

Visualisation

Infrastructure + Software + Expertise!
• Tomography: Dealing with 

high data volumes –

200Gb/scan, ~5 TB/day (one 

experiment at DLS)

• MX: high data volumes, 

smaller files, but a lot more 

experiments

• Hard to move the data –

needs to be handled at the 

facility?

ISIS:IMAT DLS:I12/I13

Erica Yang, Sri Nagella

http://en.wikipedia.org/wiki/Avizo


Tomography Reconstruction for IMAT

• In- (ISIS) and post-experiment (ISIS and DLS) data processing.
– IMAT is a new neutron imaging instrument on ISIS

• HPC integration with experiments; 
– Using SCARF CPU and GPU clusters

• A tomographic image reconstruction toolbox 
– With supported algorithms; 

• High throughput image reconstruction framework; 
– With fast 3D visualisation; 

• An integral component of IMAT’s in-experiment data analysis 
capability through Mantid (ISIS) and DAWN (DLS), 

• Maximise the science resulting from Data collected on facility 
instruments.

• Towards a service in 2015/2016



PanDaas
• Data Analysis as a 

Service

– Led by ESRF

– 18 institutes 

worldwide

• Data reduction and 

analysis platform 

Photon and Neutron 

analytical facilities 

• Not funded, but a 

continuing need

– Looking to continue.





• Sharing and Publishing Data



Data Publication



Publishing and Sharing Metadata

• Publish metadata to general purpose 
harvesters, and search engines which 
provide search tools across disciplines

– Being developed by other e-
Infrastructure projects

• Worked with the EUDat project

– B2Find Data Discovery Service

– www.eudat.eu

• Made core metadata available to B2Find

– OAI-PMH interface

– Published Data (e.g. with DOIs).

• Mapping of CSMD metadata to Dublin 
Core and EUDat metadata requirements.

EUDAT

Field

ICAT Field(s)

dc:identifi

er

- Investigation->doi

dc:title title Investigation->title

dc:descrit

ption

notes Investigation->summary

dc:relation tags Instrument->fullName

Investigation->name

InvestigationParameter->name (multiple)

dcterms:re

ferences

URL “dx.doi.org/” + Investigation->doi

dc:creator author User->fullName

- spatial -

dc:contrib

utor

maintainer Science and Technology Facility Council,

ISIS

dc:subject discipline “Clean energy and the environment,

pharmaceuticals and health care,

nanotechnology and materials engineering,

catalysis and polymers, fundamental

studies of materials”

- PublicationY

ear

-

dcterms:is

sued

PublicationT

imestamp

Investigation->releaseDate

dcterms:te

mporal

TemporalCo

verage:End

Date

Investigation->startDate

Investigation->endDate

http://www.eudat.eu/


NFFA-EUROPE
• Nanoscience Foundries and Fine 

Analysis
– Research and Innovation actions

• Integrated, distributed research 
infrastructure
– for multidisciplinary research at 

the nanoscale

– from synthesis and nano-
lithography 

– Nano-characterization, 
theoretical modelling and 
numerical simulation,

– coordinated open-access to 
complementary facilities

• Information and Data 
management Repository Platform 
(IDRP) 
– CNR-IOM, ESRF, STFC, KIT

• RDA standardisation 



• Back to metadata



3 Levels of Metadata
• Discovery

– General low-

detail metadata

– search engines 

and aggregators

– Dublin Core, 

CKAN, EUDat, 

DataCite

– Dryad, Figshare, 

Zenodo

– PIDs and DOIs

– Domain specific 

terms

• Access

– How data is 

organised

– Who it belongs to 

an how to access

– What was done 

to it –

provenance

– Can be used in 

data 

management 

processes.

– CSMD, DCAT, 

CERIF, PROV-O

• Usage

– Sample, 

instrument, 

technique details

– Controlled 

vocabularies

– ESRF approach

– CIF, NeXus



NFFA-Europe: Metadata 

Management
To develop metadata standards for the cataloguing, access and 

exchange of data and associated information describing nano-

science experiments 

• In support of Information and Data management Repository 

Platform Underpins the data discovery and sharing services

• Work within the Research Data Alliance www.rd-alliance.org

– Organisation for sharing and developing best practise in research 

data management

– Working with the existing Materials IG and Photon and Neutron 

Science IG, Metadata WG  - may work through these groups

• Starting points : 

– EUDat, CSMD, CIF, Nexus

– COData Framework for Nanostructures

http://www.rd-alliance.org/


Plug: CoData Data Journal

• Recently Relaunched

– dedicated to the advancement of data science and its 

application in policies, practices and management as 

Open 

– descriptions of data systems, their implementations 

and their publication, applications, infrastructures, 

software, legal, reproducibility and transparency 

issues, the availability and usability of complex 

datasets, 

– principles, policies and practices for data.

• Section Editor for large scale data facilities, data 

intensive research and data management



Conclusion

• Management of large amounts of raw data complex

– Good systematic metadata collection

– Automation

– Track what happens to data too

• Need to extend support across the lifecycle

– Data analysis and publication

– Support the whole research object

• Metadata at different levels,

– Discovery, Access, Use

• MetaData as an active part of the computing 

infrastructure


